**John Doe**  
Email: john.doe@email.com  
Phone: +1 (555) 123-4567  
LinkedIn: linkedin.com/in/johndoe  
GitHub: github.com/johndoe  
Location: San Francisco, CA

**Professional Summary**

Highly skilled and results-driven **DevOps Engineer** with 5 years of hands-on experience in automating, configuring, and managing cloud infrastructure and CI/CD pipelines. Proficient in a wide range of tools and technologies such as AWS, Docker, Kubernetes, Jenkins, and Terraform. Expertise in improving system reliability, scalability, and performance by leveraging modern DevOps best practices. Proven ability to work cross-functionally with development and operations teams to ensure smooth delivery of high-quality software products.

**Skills & Technologies**

* **Cloud Platforms**: AWS, Azure, GCP
* **CI/CD Tools**: Jenkins, GitLab CI, CircleCI, Travis CI
* **Containerization & Orchestration**: Docker, Kubernetes, Helm
* **Infrastructure as Code**: Terraform, CloudFormation, Ansible, Puppet, Chef
* **Monitoring & Logging**: Prometheus, Grafana, ELK Stack, Datadog
* **Version Control**: Git, GitHub, GitLab
* **Scripting Languages**: Python, Bash, Shell, Ruby
* **Operating Systems**: Linux (Ubuntu, CentOS), Windows Server
* **Databases**: MySQL, PostgreSQL, MongoDB, DynamoDB
* **Configuration Management**: Ansible, Chef, Puppet
* **Networking & Security**: VPC, VPN, IAM, SSL, TLS, Security Groups

**Professional Experience**

**DevOps Engineer**  
*ABC Technologies* — San Francisco, CA  
*June 2020 – Present*

* Designed and implemented scalable cloud infrastructure using AWS, managing EC2 instances, RDS, S3, Lambda, and VPCs.
* Built and maintained automated CI/CD pipelines with Jenkins, improving deployment speed by 30%.
* Containerized applications using Docker and orchestrated them with Kubernetes, achieving a 40% reduction in deployment time.
* Integrated monitoring and alerting systems using Prometheus and Grafana, ensuring system uptime of 99.99%.
* Automated infrastructure provisioning and management using Terraform, ensuring repeatability and consistency in the environment.
* Collaborated with software engineers to integrate automated testing into the deployment pipeline, reducing post-deployment issues by 25%.

**DevOps Engineer**  
*XYZ Corp* — Remote  
*May 2018 – May 2020*

* Built and managed CI/CD pipelines in GitLab, reducing the manual effort in deployments and enabling continuous delivery.
* Developed and maintained microservices architecture using Docker and Kubernetes to improve application performance and reliability.
* Configured and deployed web applications on AWS using EC2, RDS, and S3.
* Led migration of infrastructure from traditional data centers to AWS, reducing operational costs by 20%.
* Implemented automated configuration management with Ansible for server provisioning and environment consistency.

**Junior DevOps Engineer**  
*Tech Solutions* — San Jose, CA  
*June 2016 – April 2018*

* Assisted in setting up Jenkins pipelines for continuous integration and deployment, ensuring faster and more reliable software releases.
* Managed server environments using Ansible and Puppet to automate patching and updates.
* Collaborated with developers to monitor application performance and log data using the ELK stack (Elasticsearch, Logstash, Kibana).
* Supported infrastructure as code using Terraform and CloudFormation for managing AWS resources.

**Education**

**Bachelor of Science in Computer Science**  
University of California, Berkeley — Berkeley, CA  
*Graduated: May 2016*

**Certifications**

* **AWS Certified Solutions Architect – Associate**  
  *Issued: April 2021*
* **Certified Kubernetes Administrator (CKA)**  
  *Issued: June 2020*
* **Terraform Associate Certification**  
  *Issued: September 2019*

**Projects**

**Automated CI/CD Pipeline for E-commerce Platform**

* Designed a fully automated CI/CD pipeline using Jenkins, Docker, and Kubernetes to streamline the deployment of a large-scale e-commerce platform. Reduced deployment time from hours to minutes.

**Infrastructure as Code for Multi-Cloud Deployment**

* Developed infrastructure as code (IaC) using Terraform to manage deployments on AWS and GCP, enabling seamless switching between cloud providers while maintaining configuration consistency.

**Technical Accomplishments**

* Reduced server provisioning time by 40% through automation using Terraform and Ansible.
* Increased application uptime by 30% through the implementation of proactive monitoring with Prometheus and Grafana.
* Improved development workflow and deployment frequency by 50% by optimizing CI/CD pipelines using Jenkins and GitLab CI.

**Additional Information**

* **Languages**: English (Fluent), Spanish (Intermediate)
* **Availability**: Available for relocation or remote work